Artificial Intelligence Using Python

1. Write a Program to Implement Breadth First Search using Python.
2. Write a Program to Implement Depth First Search using Python
3. Write a Program to implement a tower of Hanoi using python.
4. Write a Program to implement a simple chatbot using python.
5. Write a Program to Implement a Linear Regression using Python.
6. Write a Program to implement Hangman Game using python.
7. Write a Program to implement the Time series using python.
8. Write a Program to implement the K means Clustering using python.
9. Write a Program to implement the Principle Component Analysis(PCA) using python.
10. Write a Program to implement the Support Vector Machine(SVM) using python.

**Pgm1:BFS ALGORITHM**

![example of dfs](data:image/jpeg;base64,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)

import matplotlib.pyplot as plt

import networkx as nx

graph = {  
 '5' : ['3','7'],  
 '3' : ['2', '4'],  
 '7' : ['8'],  
 '2' : [],  
 '4' : ['8'],  
 '8' : []  
}  
  
visited = [] *# List for visited nodes.*queue = [] *#Initialize a queue*def bfs(visited, graph, node): *#function for BFS* visited.append(node)  
 queue.append(node)  
  
 while queue: *# Creating loop to visit each node* m = queue.pop(0)  
 print (m, end = " ")  
 for neighbour in graph[m]:  
 if neighbour not in visited:  
 visited.append(neighbour)  
 queue.append(neighbour)  
*# Driver Code*print("Following is the Breadth-First Search")  
bfs(visited, graph, '5') *# function calling*

# Visualizing the graph

G = nx.Graph(graph)

pos = nx.spring\_layout(G) # Positions for all nodes

nx.draw(G, pos, with\_labels=True, node\_size=1000, node\_color="lightblue", font\_size=12, font\_weight="bold")

plt.title("Graph Visualization")

plt.show()

**Output of Program:**

Following is the Breadth-First Search

5 3 7 2 4 8

**Pgm 2: DFS**
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import matplotlib.pyplot as plt

import networkx as nx

*# Using a Python dictionary to act as an adjacency list*graph = {  
 '5' : ['3','7'],  
 '3' : ['2', '4'],  
 '7' : ['8'],  
 '2' : [],  
 '4' : ['8'],  
 '8' : []  
}  
  
visited = set() *# Set to keep track of visited nodes of graph.*def dfs(visited, graph, node): *#function for dfs* if node not in visited:  
 print (node)  
 visited.add(node)  
 for neighbour in graph[node]:  
 dfs(visited, graph, neighbour)  
  
*# Driver Code*print("Following is the Depth-First Search")  
dfs(visited, graph, '5')

# Visualizing the graph

G = nx.Graph(graph)

pos = nx.spring\_layout(G) # Positions for all nodes

nx.draw(G, pos, with\_labels=True, node\_size=1000, node\_color="lightblue", font\_size=12, font\_weight="bold")

plt.title("Graph Visualization")

plt.show()

**Output of Program:**

**Following is the Depth-First Search**

**5**

**3**

**2**

**4**

**8**

**7**

**Pgm 3:TOWER OF HANOI**

*# Creating a recursive function*def tower\_of\_hanoi(disks, source, auxiliary, target):  
 if (disks == 1):  
 print('Move disk 1 from rod {} to rod {}.'.format(source, target))  
 return  
 *# function call itself* tower\_of\_hanoi(disks - 1, source, target, auxiliary)  
 print('Move disk {} from rod {} to rod {}.'.format(disks, source, target))  
 tower\_of\_hanoi(disks - 1, auxiliary, source, target)  
disks = int(input('Enter the number of disks: '))  
*# We are referring source as A, auxiliary as B, and target as C*tower\_of\_hanoi(disks, 'A', 'B', 'C') *# Calling the function*

**Output of Program :**

Enter the number of disks: 3

Move disk 1 from rod A to rod C.

Move disk 2 from rod A to rod B.

Move disk 1 from rod C to rod B.

Move disk 3 from rod A to rod C.

Move disk 1 from rod B to rod A.

Move disk 2 from rod B to rod C.

Move disk 1 from rod A to rod C.

**Pgm 4: AI Simple Chat Bot**

print("How are you?")  
print("Are you working?")  
print("What is your name?")  
print("what did you do yesterday?")  
print("Quit")

while True:  
 question = input("Enter one question from above list:")  
 question = question.lower()  
 if question in ['hi']:  
 print("Hello")  
 elif question in ['how are you?','how do you do?']:  
 print("I am fine")  
 elif question in ['are you working?','are you doing any job?']:  
 print("yes. I'am working in KLU")  
 elif question in ['what is your name?']:  
 print("My name is Emilia")  
 name=input("Enter your name?")  
 print("Nice name and Nice meeting you", name)  
 elif question in ['what did you do yesterday?']:  
 print("I saw Bahubali 5 times")  
 elif question in ['quit']:  
 break  
 else:  
 print("I don't understand what you said")

**Output Program :**

**How are you?**

**Are you working?**

**What is your name?**

**what did you do yesterday?**

**Quit**

**Enter one question from above list:Hi**

**Hello**

**Enter one question from above list:How are you?**

**I am fine**

**Enter one question from above list:WHat is your Name?**

**My name is Emilia**

**Enter one question from above list:what did you do yesterday?**

**I saw Bahubali 5 times**

**Enter one question from above list:time**

**I don't understand what you said**

**Enter one question from above list:quit**

**Pgm 5: Linear regression**

import numpy as np

import matplotlib.pyplot as plt

from sklearn.linear\_model import LinearRegression

# Sample data

X = np.array([1, 2, 3, 4, 5]).reshape(-1, 1) # Feature matrix (reshape to a column vector)

y = np.array([2, 3, 4, 5, 6]) # Target values

# Create and fit the linear regression model

model = LinearRegression()

model.fit(X, y)

# Predictions

y\_pred = model.predict(X)

# Plotting the data and the linear regression line

plt.scatter(X, y, color='blue', label='Actual data')

plt.plot(X, y\_pred, color='red', label='Linear regression line')

plt.title('Linear Regression')

plt.xlabel('X')

plt.ylabel('y')

plt.legend()

plt.show()

# Printing coefficients

print('Intercept:', model.intercept\_)

print('Slope:', model.coef\_[0])

**Pgm 6: Implementation of Hangman Game in Python**

import time

from time import sleep

name = input("Enter Your Name:")

print( "Hello" + name)

print("Get ready!!")

print ("")

time.sleep(1)

print ("Let us play Hangman!!")

time.sleep(0.5)

word = "Flower"

wrd = ''

chance = 10

while chance > 0:

    failed = 0

    for char in word:

        if char in wrd:

            print (char)

        else:

            print( "\_")

            failed += 1

    if failed == 0:

        print( "You Won!!Congratulations!!" )

        break

    guess = input("Guess a Letter:")

    wrd = wrd+guess

    if guess not in word:

        chance -= 1

        print ("Wrong Guess! Try Again")

        print ("You have", + chance, 'more turn' )

        if chance == 0:

            print ("You Lose! Better Luck Next Time" )

**Output Program :**

Enter Your Name:sixtc c

Hellosixtc c

Get ready!!

Let us play Hangman!!

\_

\_

\_

\_

\_

\_

Guess a Letter:e

\_

\_

\_

\_

e

\_

Guess a Letter:l

\_

l

\_

\_

e

\_

Guess a Letter:o

\_

l

o

\_

e

\_

Guess a Letter:w

\_

l

o

w

e

\_

Guess a Letter:r

\_

l

o

w

e

r

Guess a Letter:f

Wrong Guess! Try Again

You have 9 more turn

\_

l

o

w

e

r

Guess a Letter:f

Wrong Guess! Try Again

You have 8 more turn

\_

l

o

w

e

r

Guess a Letter:F

F

l

o

w

e

r

You Won!!Congratulations!!

**Pgm 7: Write a Program to implement the Time series using python.**

import numpy as np

import matplotlib.pyplot as plt

# Generate some random time series data

np.random.seed(0)

time\_series = np.cumsum(np.random.randn(100)) + 50

# Define the moving average function

def moving\_average(data, window\_size):

return np.convolve(data, np.ones(window\_size)/window\_size, mode='valid')

# Compute the moving average

window\_size = 5

ma = moving\_average(time\_series, window\_size)

# Plot the original time series and the moving average

plt.figure(figsize=(10, 5))

plt.plot(time\_series, label='Original Time Series')

plt.plot(range(window\_size-1, len(ma)+window\_size-1), ma, label='Moving Average', color='red')

plt.xlabel("Time")

plt.ylabel("Value")

plt.title("Simple Moving Average")

plt.legend()

plt.show()

**Pgm 8: Write a Program to K Means Clustering using python.**

**#k means clustering**

import numpy as np

import matplotlib.pyplot as plt

from sklearn.datasets import make\_blobs

from sklearn.cluster import KMeans

# Generate some example data

X, \_ = make\_blobs(n\_samples=300, centers=4, cluster\_std=0.60, random\_state=0)

# Create a K-Means model

kmeans = KMeans(n\_clusters=4)

kmeans.fit(X)

# Predict the cluster for each data point

y\_kmeans = kmeans.predict(X)

# Plot the results

plt.scatter(X[:, 0], X[:, 1], c=y\_kmeans, s=50, cmap='viridis')

centers = kmeans.cluster\_centers\_

plt.scatter(centers[:, 0], centers[:, 1], c='red', s=200, alpha=0.75)

plt.xlabel("Feature 1")

plt.ylabel("Feature 2")

plt.title("K-Means Clustering")

plt.show()

**Pgm 9: Write a Program to Principal component Analysis using python.**

**# Principal Component Analysis (PCA) for Dimensionality Reduction**

import numpy as np

import matplotlib.pyplot as plt

from sklearn.datasets import load\_iris

from sklearn.decomposition import PCA

# Load the Iris dataset

iris = load\_iris()

X, y = iris.data, iris.target

# Apply PCA to reduce the data to 2 dimensions

pca = PCA(n\_components=2)

X\_pca = pca.fit\_transform(X)

# Plot the PCA results

plt.scatter(X\_pca[:, 0], X\_pca[:, 1], c=y, cmap='viridis')

plt.xlabel("First principal component")

plt.ylabel("Second principal component")

plt.title("PCA of Iris Dataset")

plt.show()

**Pgm 10: Write a Program to Support Vector Machine using python.**

**#. Support Vector Machine (SVM) for Classification**

import numpy as np

from sklearn.datasets import load\_iris

from sklearn.model\_selection import train\_test\_split

from sklearn.svm import SVC

from sklearn.metrics import accuracy\_score, classification\_report

# Load the Iris dataset

iris = load\_iris()

X, y = iris.data, iris.target

# Split the data into training and test sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Create and train the SVM model

model = SVC(kernel='linear')

model.fit(X\_train, y\_train)

# Make predictions

y\_pred = model.predict(X\_test)

# Calculate the accuracy

accuracy = accuracy\_score(y\_test, y\_pred)

print(f"Accuracy: {accuracy}")

# Print the classification report

print("\nClassification Report:")

print(classification\_report(y\_test, y\_pred))